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This paper describes a routing algorithm for distributed sensor networks. The algorithm 
attempts to satisfy the conflicting needs of power efficiency and security. The method can be 
applied for sensor networks designed for energy scavenging. The nodes of the network 
communicate in a multihop manner. The best candidate for the next hop is the node closest to 
the destination. At the same time, nodes in process of scavenging have ample amount of 
energy and become suitable replacements for well located nodes. This feature makes the 
network more vulnerable in case of black hole attacks. Malicious nodes may attract traffic 
and drop packets. The proposed algorithm is based on the assumption that the environment 
will influence several nodes simultaneously. We discuss the CPU architectures used in the 
domain of sensor networks and provide simulation results for three of them. The simulation 
results indicate the algorithm execution time and memory requirements for different density of 
the network. 

Keywords: Sensor networks, low-power routing, secure routing 

1. INTRODUCTION 
Distributed sensor networks consist of hundreds or thousands tiny, low-cost 

nodes, possibly mobile but more likely at fixed locations. The functionality of 
distributed sensor networks can be broken down into four major tasks: sensing, 
computation, communication and actuation. Since a large number of nodes 
cooperatively perform complex tasks, the most effective malicious influence is to 
attack the communication. A node can simply consume the packets and block the 
forwarding. This type of malicious behavior is termed a black hole. Since the energy 
is a scarce resource, the network's functionality must be viewed from a low-power 
perspective. Security requires extra processing. Communication has security 
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overhead as well. The resulting energy drawn from the battery is increased and low-
power design becomes a vital issue.  

The network nodes have a limited radio footprint and packets are forwarded in a 
multihop manner. When a node receives a packet, it applies a routing algorithm to 
select a neighbor for forwarding. Different criteria can guide the local decision. A 
common approach is to choose the closest to the destination neighbor. 

The greater than linear relationship between transmit energy and distance 
promises to reduce the energy cost when the radio link is partitioned. Nodes calculate 
the distance and tune their transmit power accordingly. Consequently, it would be 
beneficial to use several hops to reach a node within the transmission radius instead 
of a direct link. Algorithms for multihop optimization select the neighbor which 
offers the most power efficient forwarding of the packet.  

2. RELATED WORK 
Many sensor networks applications need to run for several months or even years. 

The lifetime of a network depends on the daily energy budget and the energy the 
battery can supply. For example, if the daily energy budget is 4 mAh and the nodes 
have coin cells, 1000 mAh, the resulting lifetime is 250 days. The Great Duck Island 
project was planed for 8.15 mAh daily energy budget [1]. 

The individual nodes are comprised of a microcontroller, sensors and a radio 
transceiver. The largest part of the energy budget goes for radio transmission. 
Multihop optimization has been studied for simple linear settings with the assumption 
that equally spaced nodes might be available for retransmissions [2, 3, 4]. 

One way to mitigate the problem of limited energy sources is to apply scavenging 
[5, 6]. Along with solar cells, an excellent solution, vibration, air flow, temperature 
differences and electromagnetic fields can be used to scavenge energy. Naturally, 
nodes in process of scavenging are good candidates for a next hop target. However, 
malicious nodes may use this to attract traffic and wage black hole attacks [7]. 

Routing algorithms, such as REWARD, are capable of declining the network's 
vulnerability in face of black hole attacks. REWARD detects black hole attacks and 
organizes a distributed data base for suspicious nodes and areas [8, 9, 10]. The 
algorithm utilizes two types of broadcast messages, MISS and SAMBA, to recruit 
nodes to act as security servers. Security servers keep records for detected black hole 
attacks and provide security services when forward packets. Another protocol for 
secure routing, called cluster key grouping, helps to balance between the conflicting 
requirements of power efficiency, memory size and security [11]. 

In this paper we provide a modification of the routing protocol which declines the 
network vulnerability when the life time is increased via scavenging. 

3. NOTATION 
Assume that the nodes of a wireless ad hoc network are members of the following 

set: 

( ){ }Nn321 ,...NN,N,NN =  
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Alternatively, the nodes can be represented by the natural numbers of their IDs. 

{ }1,2,3,...N =  
The nodes are placed in a rectangular region of X by Y. The distance between 

node i and node j is d(i,j). Routing algorithms are employed to determine the next hop 
node of , . A set  includes all neighbours of  that are within its 
communication range. A subset of , , represents neighbour nodes in process 
of scavenging. 

iN 1
iN+ R

iN iN
R
iN SR,

iN

4. THE ALGORITHM 
The method is based on the assumption that the environment will influence 

several nodes simultaneously. For example, solar power may be available not only 
for a single node, but most likely for a set of nodes. All these nodes will periodically 
broadcast their status of scavenging. If a single node or very few nodes report a status 
of scavenging, they will be excluded from the routing. 

Algorithm 1 ( )SR,
i
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10:   end if 
11:  end for 
12: end if 

Algorithm 1 describes the procedure to determine the next hop of , . If the 
destination, , is a neighbour, it is selected for the next hop. The algorithm checks 
if the number of neighbours in process of scavenging is higher than a threshold, 
SMIN. We can choose SMIN according to the density of the network, the 
environmental conditions and the type of the energy source. Furthermore, we can 
modify SMIN to adjust the security capability of the algorithm. The procedure checks 
in line 8 if the current node is in process of scavenging and if it makes progress 
toward the destination. In case the number of neighbours reported scavenging is 

iN 1
iN+

DN
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below the limit or the number is sufficient, but none of them makes progress, the 
procedure ends up with . Then a standard procedure is performed to find the 
next hop.  

0Ni =1+

5. ARCHITECTURES 
Since the nodes are resource-constrained devices, a single processor architecture 

is the most logical approach. Simple hardware and simple software accord well with 
the requirements for price, power consumption and size. At the same time, the CPU 
must be fast enough to perform the real-time operations with enough capacity to 
provide a reasonable operating margin. Simulations may be needed to prove the 
timing properties of the network nodes. 

As far as the instruction set architecture (ISA) is concerned, quite a few ISAs vie 
for attention in the embedded systems domain today [12]. The same applies for 
distributed sensor networks as well. Three CPUs dominate the sensor networks 
platforms: 8051, Atmel AVR and ARM [13, 14, 15]. The lack of architecture 
diversity simplifies the modelling of algorithms for distributed sensor networks. 

The power consumption of the network node embedded computer is an important 
design metric. Along with the efficiency of the ISA to execute a set of algorithms, the 
availability of power management via energy saving modes and voltage/clock scaling 
is a fundamental design issue. Manufacturers extend the power management to the 
embedded peripherals. In order to save energy nodes should stay in a sleeping mode 
as long as possible. Periodically, nodes must wake up and receive the packets 
buffered for them. Wireless networks use beacons to synchronize internode 
communications. The beacon periods impose deadlines for the node functionality. 

6. SIMULATION RESULTS 
Real-time operation of sensor networks requires more than just having short 

execution times on average - it requires proper timing for the worst-case scenario. 
Consequently, we must consider the density of the network when evaluate the 
execution time. 

We have used C language to code Algorithm 1. The C code has been compiled for 
the following ISAs: 8051, Atmel AVR, ARM and ARM-THUMB. Fig. 1 shows 
simulation results for the execution time. 

Different numbers of neighbouring nodes lead to different execution times. Also, 
the data type used for nodes coordinates has a significant impact on the execution 
time. The simulation results have been obtained for an 8051 microcontroller running 
at 24 MHz, an Atmel AVR microcontroller at 20 MHz and an Atmel ARM 
microcontroller clocked at 33 MHz. 

The memory size, a companion simulation result, is shown in Fig. 2. Again, the 
algorithm utilizes as input neighbouring nodes within the range 4 through 16. While 
the execution time is a strong function of the number of neighbours, the memory size 
is increased slightly from sparse to dense networks. 
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Fig. 1. Execution time for different CPUs and two data types 
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Fig. 2. Memory requirements for different CPUs and two data types 

 

7. CONCLUSION 
We have presented a routing algorithm for distributed sensor networks. The 

algorithm strikes the balance between network lifetime and security. The method can 
be applied for sensor networks designed for energy scavenging. The algorithm has an 
adjustable security capability. We discussed CPU architectures popular in the domain 
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of sensor networks and provided simulation results for three of them. The simulation 
results indicate the algorithm execution time and memory requirements for different 
density of the network. 
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1. Introduction


Distributed sensor networks consist of hundreds or thousands tiny, low-cost nodes, possibly mobile but more likely at fixed locations. The functionality of distributed sensor networks can be broken down into four major tasks: sensing, computation, communication and actuation. Since a large number of nodes cooperatively perform complex tasks, the most effective malicious influence is to attack the communication. A node can simply consume the packets and block the forwarding. This type of malicious behavior is termed a black hole. Since the energy is a scarce resource, the network's functionality must be viewed from a low-power perspective. Security requires extra processing. Communication has security overhead as well. The resulting energy drawn from the battery is increased and low-power design becomes a vital issue. 


The network nodes have a limited radio footprint and packets are forwarded in a multihop manner. When a node receives a packet, it applies a routing algorithm to select a neighbor for forwarding. Different criteria can guide the local decision. A common approach is to choose the closest to the destination neighbor.


The greater than linear relationship between transmit energy and distance promises to reduce the energy cost when the radio link is partitioned. Nodes calculate the distance and tune their transmit power accordingly. Consequently, it would be beneficial to use several hops to reach a node within the transmission radius instead of a direct link. Algorithms for multihop optimization select the neighbor which offers the most power efficient forwarding of the packet. 


2. Related work

Many sensor networks applications need to run for several months or even years. The lifetime of a network depends on the daily energy budget and the energy the battery can supply. For example, if the daily energy budget is 4 mAh and the nodes have coin cells, 1000 mAh, the resulting lifetime is 250 days. The Great Duck Island project was planed for 8.15 mAh daily energy budget [1].


The individual nodes are comprised of a microcontroller, sensors and a radio transceiver. The largest part of the energy budget goes for radio transmission. Multihop optimization has been studied for simple linear settings with the assumption that equally spaced nodes might be available for retransmissions [2, 3, 4].


One way to mitigate the problem of limited energy sources is to apply scavenging [5, 6]. Along with solar cells, an excellent solution, vibration, air flow, temperature differences and electromagnetic fields can be used to scavenge energy. Naturally, nodes in process of scavenging are good candidates for a next hop target. However, malicious nodes may use this to attract traffic and wage black hole attacks [7].


Routing algorithms, such as REWARD, are capable of declining the network's vulnerability in face of black hole attacks. REWARD detects black hole attacks and organizes a distributed data base for suspicious nodes and areas [8, 9, 10]. The algorithm utilizes two types of broadcast messages, MISS and SAMBA, to recruit nodes to act as security servers. Security servers keep records for detected black hole attacks and provide security services when forward packets. Another protocol for secure routing, called cluster key grouping, helps to balance between the conflicting requirements of power efficiency, memory size and security [11].


In this paper we provide a modification of the routing protocol which declines the network vulnerability when the life time is increased via scavenging.


3. Notation


Assume that the nodes of a wireless ad hoc network are members of the following set:




[image: image1.wmf](


)


{


}


N


n


3


2


1


,...N


N


,


N


,


N


N


=




Alternatively, the nodes can be represented by the natural numbers of their IDs.
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The nodes are placed in a rectangular region of X by Y. The distance between node i and node j is d(i,j). Routing algorithms are employed to determine the next hop node of 
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4. The algorithm

The method is based on the assumption that the environment will influence several nodes simultaneously. For example, solar power may be available not only for a single node, but most likely for a set of nodes. All these nodes will periodically broadcast their status of scavenging. If a single node or very few nodes report a status of scavenging, they will be excluded from the routing.


Algorithm 1 
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Algorithm 1 describes the procedure to determine the next hop of 
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5. Architectures


Since the nodes are resource-constrained devices, a single processor architecture is the most logical approach. Simple hardware and simple software accord well with the requirements for price, power consumption and size. At the same time, the CPU must be fast enough to perform the real-time operations with enough capacity to provide a reasonable operating margin. Simulations may be needed to prove the timing properties of the network nodes.


As far as the instruction set architecture (ISA) is concerned, quite a few ISAs vie for attention in the embedded systems domain today [12]. The same applies for distributed sensor networks as well. Three CPUs dominate the sensor networks platforms: 8051, Atmel AVR and ARM [13, 14, 15]. The lack of architecture diversity simplifies the modelling of algorithms for distributed sensor networks.


The power consumption of the network node embedded computer is an important design metric. Along with the efficiency of the ISA to execute a set of algorithms, the availability of power management via energy saving modes and voltage/clock scaling is a fundamental design issue. Manufacturers extend the power management to the embedded peripherals. In order to save energy nodes should stay in a sleeping mode as long as possible. Periodically, nodes must wake up and receive the packets buffered for them. Wireless networks use beacons to synchronize internode communications. The beacon periods impose deadlines for the node functionality.

6. Simulation results

Real-time operation of sensor networks requires more than just having short execution times on average - it requires proper timing for the worst-case scenario. Consequently, we must consider the density of the network when evaluate the execution time.


We have used C language to code Algorithm 1. The C code has been compiled for the following ISAs: 8051, Atmel AVR, ARM and ARM-THUMB. Fig. 1 shows simulation results for the execution time.


Different numbers of neighbouring nodes lead to different execution times. Also, the data type used for nodes coordinates has a significant impact on the execution time. The simulation results have been obtained for an 8051 microcontroller running at 24 MHz, an Atmel AVR microcontroller at 20 MHz and an Atmel ARM microcontroller clocked at 33 MHz.


The memory size, a companion simulation result, is shown in Fig. 2. Again, the algorithm utilizes as input neighbouring nodes within the range 4 through 16. While the execution time is a strong function of the number of neighbours, the memory size is increased slightly from sparse to dense networks.
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Fig. 1. Execution time for different CPUs and two data types
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Fig. 2. Memory requirements for different CPUs and two data types


7. Conclusion

We have presented a routing algorithm for distributed sensor networks. The algorithm strikes the balance between network lifetime and security. The method can be applied for sensor networks designed for energy scavenging. The algorithm has an adjustable security capability. We discussed CPU architectures popular in the domain of sensor networks and provided simulation results for three of them. The simulation results indicate the algorithm execution time and memory requirements for different density of the network.
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